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OUTLINE 

− Spatial autocorrelation and how it messes up your regressions 
− Recap: (Local) Moran’s I 
− Spillovers 

− How to address the problem 
− Lags 
− Errors 

− The next weeks

2Felix Lennert, M.Sc. 

Spatial Data II | Outline
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Spatial Data II | Intro
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Spatial Data II | Intro

Which (macro-)factors could 
explain this? 

− rural/urban 
− race 
− marriage  
− health insurance 
− teenage pregnancies 
− job profiles 
− income ratios 
− something entirely different?
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Spatial Data II | Intro

First Law of Geography:  
“everything is related, but near things are 
more related than distant things” (Tobler 
1970) 
=> Spatial autocorrelation 
=> We can measure this using Moran’s I



AUTOCORRELATION/MORAN’S I
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Spatial Data II | Autocorrelation

Significantly above 0 if… 

− areas with similar 
values are closer to 
each other 

− areas with dissimilar 
values are further 
apart from each other

}



AUTOCORRELATION/MORAN’S I
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Spatial Data II | Autocorrelation
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Spatial Data II | Autocorrelation and OLS

Problem: running an OLS regression requires our observations to be 
independent from each other – spatial data usually violates this
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Spatial Data II | OLS

Do you see any problems here? 
(except for the lack of stars)



AUTOCORRELATION IN OLS

Problem: running an OLS regression 
requires our observations to be 
independent from each other –
 spatial data usually violates this 

=> Spillovers
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Spatial Data II | OLS



AUTOCORRELATION AND SPILLOVERS
− Spillovers – neighboring states are somewhat more similar/influence each other 

=> we need to control for this – omitted variable bias 

− On the right-hand side of the regression formula (independent variables): 
neighborhoods might share local policies, cultural/geographic factors, economic shocks, etc.; also: my 
neighbor’s problems might be similar to my problems 

− On the left side (dependent variable):  
Interactions of child poverty between neighboring counties – e.g., higher likelihood of families moving 
between neighboring counties, shared labor markets (beyond what’s covered in our observed data) 

− Spillovers can be global or local 
− Local: neighboring states have an immediate, local effect on each other (LeSage 2014: 

cigarette smuggling across borders) 
− Global: these effects travel through the entire system (LeSage 2014: traffic congestion in county 

A leading to global effects overall)
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Spatial Data II | Spillovers



AUTOCORRELATION AND SPILLOVERS

Problem: running an OLS regression requires our observations to be 
independent from each other – spatial data usually violates this 

− What does this mean in data 
− Predictions are not equally good for all observations 
− Autocorrelation in residuals 

 => Residual = actual value − predicted value ri = yi − ̂yi

12Felix Lennert, M.Sc. 

Spatial Data II | Assumption of Statistical Independence



13Felix Lennert, M.Sc. 

Spatial Data II | OLS Residuals

=> over-/under-prediction seems 
to be significantly clustered in 
space 
=> including spatial 
dependencies should enhance 
model fit



LOCAL MORAN’S I

Global Moran’s I gives us a measurement for the entirety of the units 
Local Moran’s I gives us an estimate per unit i 

 

n = total number of spatial units  
wᵢⱼ = spatial weight between i and j  
xᵢ = value at location i  
xj = values of all neighboring units 
xk = values of all units 
x̄ = mean value

Ii =
(xi − x̄)

∑n
k=1 (xk − x̄)2 /n ∑

j∈Ni

wij(xj − x̄)
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Spatial Data II | Local Moran’s I
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…other specifications exist, e.g., k nearest neighbors



TECHNICAL ASPECTS – LOCAL MORAN’S I

Ii =
(xi − x̄)

∑n
k=1 (xk − x̄)2/n ∑

j∈Ni

wij(xj − x̄)
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“how much does xi 
differ from the mean” 
– z-standardized 
value of xi 

“how much do xi’s 
neighbors xj differ 
from the mean” – z-
standardized value of 
xj

Spatial Data II | Local Moran’s I
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Spatial Data II | Local Moran’s I of residuals



SPATIAL LAGS AND ERRORS

Autocorrelation can be modeled in two ways: lags and error 
− Lags: something we observe in neighboring entities (here: counties) has an 

effect on our focal entity 
− Error: something we do not observe yet that alters our results is the same for 

the focal entity and the neighboring ones 

=> to get unbiased estimates, we need to include this in our models
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Spatial Data II | How to model this



SPATIALLY LAGGED X VARIABLES (SLX)

Main idea: how do characteristics of neighboring counties affect the focal county 
Solution: include neighboring counties’ average values for each independent 
variable 

  
with  being the average value of the neighbors independent variables 

− Unidirectional: neighboring counties’ values can impact focal county

y = Xβ + WXθ + ε
WXθ
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Spatial Data II | SLX
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coefficients of independent 
variables of neighbors 
=> if x increases in neighboring 
regions by 1, y in focal region 
increases by coefficient

fit has improved – R2 of OLS was 0.468

Spatial Data II | SLX

“Normal” OLS coefficients
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Spatial Data II | SLX

=> over-/under-prediction not 
significantly clustered in space 
anymore



SPATIALLY LAGGED Y VARIABLES (SAR)

Main idea: how do characteristics of neighboring counties’ outcome variable 
affect the focal county’s outcome variable 
Solution: include neighboring counties’ outcome values 

  
with  being the weighted average value of the neighbors outcome variable 

− Global spillover: effect ripples across neighbors and to focal unit – effect is 
not limited to the focal area 

− Should be theoretically justified 

y = Xβ + ρWy + ε
Wy
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Spatial Data II | SAR
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Spatial Data II | SAR

Insignificant – including lagged y  
does not tell us anything

AIC is higher (== worse) than basic OLS

Coefficients not directly interpretable 
=> direction and significance – a bit 
like Pearson’s r 
=> to get effect size: impact – see 
this week’s lab
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Spatial Data II | SAR

=> over-/under-prediction not 
significantly clustered in space 
anymore 
=> however, still more clustered 
in space than with SLX model



SPATIAL ERROR MODEL (SEM)

Main idea: there might be things we can’t measure that affect the focal county 
and the neighboring ones 
Solution: include an error term for the focal county and the neighboring counties 

  
with , the function of our unexplained error ( ) and our neighbors 
residual values 

− Assumption: some clustered residuals are higher than expected and, 
therefore, there needs to be another missing variable that we cannot account 
for with our data 

y = Xβ + u
u = λWu + ε ϵ
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Spatial Data II | SEM
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Spatial Data II | SEM

Significant Lambda – error term is spatially 
autoregressive

AIC is lower (== better) than basic OLS

Interpretation similar to OLS coefficients; 
but: need to take into account errors 
=> here: positive lambda, hence positive 
spatial correlation in errors – unobserved 
factors influence neighboring counties
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Spatial Data II | SEM

=> over-/under-prediction not 
significantly clustered in space 
anymore



HERE

SEM shows best performance (lowest AIC, removes Spatial autocorrelation in 
residuals) 

More on this: this week’s lab
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Spatial Data II | Conclusion



SO, WHAT TO DO IN PRACTICE?
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Spatial Data I | Conclusion
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Spatial Data I | Conclusion



ANOTHER OPTION: SDM (SPATIAL DURBIN MODEL) AND SDEM 
(SPATIAL DURBIN ERROR MODEL)
SDM: includes lagged x and y of neighbors – can be simplified to SLX, SAR, 
OLS 

 

SDEM: does only include lagged x of neighbors + error term – can be simplified 
to SEM, SLX, OLS 

y = ρWy + Xβ + WXθ + ε

y = Xβ + WXθ + u, u = λWu + ε
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Spatial Data II | Durbin models

LeSage 2014: Durbin Models should be used at all times – all other models are just social 
cases 
Start with theory – global or local; then use appropriate model (local = SDEM, global = SDM)
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Spatial Data II | Outro

More on this, including decision criteria: in this week’s script



THE NEXT WEEKS

− Next two weeks: ABMs 

− Then: 1 week sans class – work on your projects, prepare presentation 
=> Presentation should include: motivation (w/ some theory/prior research), 
research question, data source, method, perhaps first results 

− Deadline for presentation: January 29, 6PM, via email 

− Will forward them to one of your peers who will serve as an opponent 

− Now: feel free to stick around and ask questions
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Spatial Data II | next weeks
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